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Abstract

Large language models (LLMs) are rapidly permeating scientific writing. Using ChatGPT 40 and real-world data from the
Swedish Heart Failure Registry, we explored both the promise and the pitfalls of LLM-assisted manuscript drafting. We
demonstrate that, with strict human oversight, LLMs may accelerate text generation but still hallucinate, frequently mis-
interpret effect directions, and are often unable to access other manuscripts for direct references. Until these limitations
are addressed, LLMs should complement, rather than replace, domain experts in scientific publishing.
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Future challenges in the use of large language models to write scientific manuscripts. LLM, large language model.
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Introduction

Scientific publishing is essential for the advancement of sci-
ence. It disseminates research findings, encourages collabo-
ration, promotes reproducibility, and ensures that scientific
knowledge is accessible and verifiable. There is currently much
speculation about the widespread use of large language mod-
els (LLMs) such as ChatGPT in academic writing and how these
tools might impact global scientific practices.

The surge of terms commonly used by LLM is a clear indication
of the constant and increasing use of these models in writing
scientific manuscripts (Figure 1).

The question of whether LLMs can independently write entire
manuscripts is still under debate. To investigate, we tested this
hypothesis using ChatGPT 40, an Al-powered conversational
agent based on the Generative Pre-trained Transformer (GPT)
LLM. We supplied ChatGPT with aggregated data from the
Swedish Heart Failure Registry (SwedeHF) to examine sex dif-
ferences in baseline characteristics, prescription patterns, and

clinical outcomes in two distinct populations: one with an ejec-
tion fraction (EF) <40% and the other with an EF >40%.

Data entry

Data entry may be carried out through two primary methods.
Data may either directly be copied and pasted as text into
ChatGPT or uploaded as a file in PDF, Excel, or comma-sepa-
rated values format. It is important to note that ChatGPT has
limited ability to process PDF files, particularly those from pub-
lished manuscripts, which often have complex formatting, in-
cluding images and tables, with ChatGPT being also unable to
analyze images or tables within a PDF file. Additionally, while
Excel or comma-separated values files are visible once up-
loaded in ChatGPT, the LLM was only able to access them
three times out of ten (Figure 2). Given these limitations, data
entry was all done by copy-pasting the data inside ChatGPT
(Figure 3).
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Figure 1. Word Frequency Shift in PubMed abstracts over 10 years (2014-2024). The plot shows the frequency over time for the top 5 words most dis-
proportionately used by LLM compared with humans, together with two major events influencing scientific writing (pandemic, covid), as measured by
frequency per 100.000 words. These terms maintained a consistently low frequency in PubMed abstracts until 2022 but experienced a sudden surge
in usage starting in 2023 (ChatGPT released in November 2022).
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HFrEF Table Foglio1 v

Stratified by Sex Overall Male

65605 46576

Age (years), 73.00 [64.00, 72.00 [63.00,
median [IQR] 81.00] 80.00]

Location, inpatient
(%)

Follow-up location,
speciality (%)

HF duration =6

&) It seems there was an issue accessing the uploaded file. Could you please try re-uploading it

again? [>-)

Figure 2. Example of data entry failure. Despite the table for the baseline characteristics of patients with heart failure with reduced ejection fraction
being visible in ChatGPT, the LLM was not able to access and describe the uploaded Excel file.

Siratified bySecoerel ten e et ciplbiEng N Based on the provided table, | will update the text to align with the correct numbers and
n 65605 19029 46576 MRA 0001 05

Age (years), median [IQR] 73.00 [64.00, 81.00] 76.00 [67.00, > : 826
82.00] 72.00 [63.00, 80.00] <0.001 0.0 59 Ted =% C Baseline Characteristics

Location, inpatient (%) 36.4 351 <0.001 0.0 Loop diuretics  69.3 719 <0.001

Follow-up location, speciality (%) 792 739 814 <0.001 3.4 Nitrates 107 11.3 10.4 0.001 0.4 The final cohort consisted of 65,605 patients with heart failure with reduced ejection fraction
HF duration =6 months (%) 436 403 450 <0.001 19 Anticoagulants  46.5 410 487 <0.001 (HFFEF), of whom 19,0 .0%) were female and 46,676 (71.0%) were male. As shown in Table

descriptions for each characteristic:

NYHA class lIIl-IV (%) 417 455 403 <0.001 229 Antiplatelets  41.7 411 41.9 0.076 0.4 1, the median age of the cohort w: 64.0-81.0], with females being significantly
BMI (kg/m?2), median [IQR] ~ 26.30 [23.40, 29.90] 25.70 [22.30, Statins 508 435 638 <0001 03 older than males (median 76.0 years [IQR: 67.0-82.0] vs. 72.0 years [IQR: 63.0-80.0]). Females
29.90] 26.40 [23.70,29.90] <0.001 286 Devices CRT/ICD 85 54 97 <0.001 09 had a higher prevalence of hypertension (62.0 60. lar heart disease (24.6% vs.
Obesity (BMI > 30 kg/m2) (%) 247 248 246 0799 286 Current smoker 133 12.5 13.6 0.001 20.1
SBP (mmHg), median [IQR] 120.00 [110.00, 138.00] 123.00 Hypertension 60.6 620 600 <0.001 00
[110.00, 140.00] 120.00 [110.00, 136.00] <0.001 1.9 Diabetes 268 235 267 <0001 0.0

2

v
DBP (mmHg), median [IQR] 72.00 [65.00, 80.00] 70.00 [65.00, Ischemic heart disease 52.6 469 550 <0.001 0.0
00 s, whereas males more frequently s

22.2%), and anemia 317%). In contrast, males had a higher prevalence of ischemic
heart disease (55.0% vs. 46.9%) and diabetes (26 4). Additional differenc

5 comorbidities were observed, with higher rates of atrial fibrillation and chronic kidney d

80.00] 73.00 [65.00, 80.00] <0.001 18 Peripheral artery disease 8.5 69 9.1 <0.001
AP (mmHg), median [IQR] 90.00 [81.33, 99.00] 90.00 [80.33, Stroke/TIA 14.9 137 15.4 <0.001

98.67] 90.00 [8167, 99.00] 0.019 18 Atrial fibrillation 517 469 537 Clinical characteristics also varied between sexes. es were more likely to have higher

Heart rate (bpm), median [IQR] 72.00 [63.00, 83.00] 74.00 [64.00, Anemia 1263 317 <0.001 lic blood pressure (median SBP 123 mmHg vs. 120 mmHg), lower hemoglobin s, and
85.00] 72.00 [62.00, 82.00] <0.001 4.0 Valvular disease 22.9 24.6 222 <0.001 higher NT-proBNP levels (median 2900 pg/L vs. 4.50 pglL). H , no significant
64.20 COPD 11.2 128 10.6 <0.001 0.0 differences in median left ventricular ejection fraction (LVEF) were of ween males and

[47.15, 82.93] 71.54 [53.46, 88.82] <0.001 15 Cancer within the last 3 years  11.7 10.0 12.4 s. Medication use at baseline indicated that females were more often treated with digoxin
CKD (< 60 mL/min/1.93 m2) ( 364 436 335 <0.001 Dementia 13 17 12 <0001 0.0 5. 12.1%) and loop diuret , whereas males had higher utilization of
15 Family type, living alone 459 568 414 <0.001 0.2
Potassium (mEq/L), median [IQR] 4.20 [3.90, 4.50] ~ 4.20 [3.90, Education level 0.001
450] 4.20[4.00,450] <0.001 173 Compulsory school  39.8 426 386
NT-proBNP (pg/L), median [IQR]  2494.00 [1054.00, 5665.00] Secondary school 417 40.3  42.3
2900.00 [1220.00, 6491.00] 2344.50 [999.00, 5320.00] University 18.5 17.1 19.0 E

0001 394 Income below the median 49.9 658 43.4 differences underscore the variations in clinical presentation and comorbidity burden between the

RASI/ARNi 91.8 90.4 92.3 <0.001 0.9 Child 823 86.4 807 <0.00 0.0 sexes in this large cohort of patients with HFrEF.

beta-blockers (92.4% vs. 9 mineralocorticoid receptor antagonists (MRAs) (44.

cardiac resynchronization therapy (CRT) or implantable cardioverter-defibrillators (ICDs) were

non in females compared to males (5.

Figure 3. Example of how the data entry for aggregate data was performed (on the left and center) and how the LLM interpreted the data (on the
right). A hallucination appeared clearly in the description of the median left ventricular ejection fraction, which was never supplemented as data.
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Limitations

Hallucinations

In the context of LLMs, hallucination refers to generating out-
puts that appear credible and plausible but are factually in-
correct, misleading, or entirely fabricated.?* This phenomenon
occurs because LLMs do not inherently distinguish between
true and false information; instead, they generate text based
on patterns and statistical probabilities derived from their
training data. Hallucinations can be caused by several factors,
including incomplete training data, ambiguous prompts, or
contexts without consensus, making it difficult for the model
to provide accurate answers.*

Hallucinations can have severe consequences on the accuracy
of the prompted result. For example, a study reported that
hallucination rates can range from 2.5% to 15% in common
LLMs like GPT-4, Llama, and Gemini and can reach up to 88%
in high-stakes legal contexts.® This makes hallucinations a sig-

Results

Baseline Characteristics

nificant challenge, as they could mislead users into making in-
correct decisions based on unreliable outputs.

Despite our experiment, which was based on three simple ta-
bles per manuscript, hallucinations frequently occurred in the
form of wrong/fabricated data (Figure 4). To address this prob-
lem, the data produced by the model in the text was reviewed
by the authors, who compared every generated numerical
value with the SwedeHF tables. Any unsupported claim was
returned to the model with a corrective prompt and rechecked
for accuracy.

Lack of understanding

The lack of understanding in LLMs is a fundamental challenge
rooted in how these models are built and trained. Although
they produce human-like responses that often seem insightful
or accurate, their outputs are based purely on pattern recog-
nition and statistical associations, not genuine comprehen-
sion of language or concepts. LLMs like GPT-3 and GPT-4

A total of 65,605 patients with heart failure with reduced ejection fraction (HFrEF) were included
in this study, of whom 23,421 (35.7%) were women and 42,184 (64.3%) were men. The median

follow-up duration was 2.1 years [interquartile range (IQR) 0.6-5.2]. Compared with men, women

were significantly older (mean age 73.2 + 11.3 years vs. 70.4 + 12.0 years, p<0.001) and had a
higher prevalence of hypertension (63.1% vs. 51.2%, p<0.001), atrial fibrillation (46.7% vs. 41.5%,
p<0.001), and valvular heart disease (23.4% vs. 18.1%, p<0.001). Conversely, men had a higher
prevalence of ischemic heart disease (54.8% vs. 36.5%, p<0.001), diabetes (33.4% vs. 28.3%,
p<0.001), and chronic obstructive pulmonary disease (COPD) (18.5% vs. 14.8%, p<0.001).

Women were also more likely to present with preserved renal function compared with men, with a

lower prevalence of chronic kidney disease (CKD) stage 4-5 (14.2% vs. 17.5%, p<0.001).

Regarding the severity of HF, women were more frequently classified as having New York Heart

Association (NYHA) class llI-IV symptoms at baseline (48.1% vs. 42.7%, p<0.001), indicating a

higher burden of symptomatic HF despite comparable ejection fraction (EF) distributions. Women
had a slightly lower mean EF (29.4% + 6.5% vs. 30.1% + 6.2%, p<0.001) and were more likely to
have a history of heart failure hospitalizations (43.5% vs. 39.8%, p<0.001). Table 1 details the

comprehensive baseline characteristics stratified by sex.

Figure 4. Examples of hallucinations with wrong (male/female sex proportions are entirely different from the one provided to the LLM) or fabricated

(mean ejection fraction) data.
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generate text by predicting the most probable word se-
guences based on the context provided by the user and the
vast volumes of text they were trained on. This approach re-
lies on surface-level coherence rather than deeper semantic
understanding.®

One of the main reasons for this limitation is that LLMs are
trained to optimize word prediction, which means they lack
mechanisms to grasp abstract ideas. They do not have access
to real-world experiences or any form of grounding that could

enable them to differentiate between plausible and factual
statements. Instead, they depend on learned associations
from text data, which means they may produce outputs that
sound convincing but are inaccurate or logically flawed.”

In our experiment, the LLM was unable to understand the di-
rectionality of odds ratios and hazard ratios despite it being
clearly stated in the table. Furthermore, despite a different di-
rection in the effect, the LLM gave the same understanding
(Figure 5).

Certainly, here's a corrected version based on the actual findings from Table 3:

"Our findings suggest that while females had a lower adjusted risk of cardiovascular death

compared to males, they experienced a higher risk of heart failure hospitalization. Specifically, the

adjusted hazard ratio for cardiovascular death was 1.33 (95% ClI: 1.28-1.37), indicating a lower

mortality risk in females despite their higher symptom burden and more advanced disease at

baseline. Conversely, females had a 16% higher adjusted risk of heart failure hospitalization (HR:

1.16, 95% CI: 1.12-1.19), suggesting that females may experience more frequent exacerbations

and require more frequent hospital-based care. This pattern of lower cardiovascular mortality but
increased HF hospitalization aligns with previous studies, highlighting potential sex differences in

disease progression and response to therapy."

no, males had higher risk for all outcomes. the hazard ratio is always
male vs female

You're correct. Here's the revised version:

"Our findings indicate that males had a significantly higher risk for all outcomes compared to
females. The adjusted hazard ratio for the primary composite outcome of cardiovascular death or
heart failure hospitalization was 1.19 (95% CI: 1.16-1.22) for males, indicating a higher overall risk.
Similarly, the adjusted hazard ratios for cardiovascular death and heart failure hospitalization were
1.33 (95% CI: 1.28-1.37) and 1.16 (95% CI: 1.12-1.19), respectively, reflecting a consistently
greater risk in males. These results suggest that males with HFrEF experience a more aggressive

disease course and are at a higher risk of adverse cardiovascular events compared to females,

despite females presenting with a higher burden of comorbidities and symptom severity at

baseline."

Figure 5. Example of a lack of understanding of the LLM, with similar hazard ratios being given different interpretations. After manual correction, the
model was able to correctly interpret the data.
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Inability to verify or access real-time information
Lastly, it should be noted how LLMs do not have access to real-
time information and are limited to selected time-frames
based on the manufacturer. For example, at the time of this
manuscript, ChatGPT 40 was updated up until September
2023, while ChatGPT 4 was updated up until September 2021.
Despite ChatGPT 4o being more recently updated, when the
LLM suggested references, as with the example of the heart
failure guidelines, earlier guidelines were preferred to newer
ones (Figure 6).

Future perspectives

Despite these limitations, LLMs are here to stay and are likely
to become even more integral in the scientific writing process.
Their ability to quickly generate coherent text, summarize
complex information, and streamline the initial drafting phase
provides researchers with powerful tools to accelerate the
writing process. As these models continue to evolve, they will
likely become even more sophisticated, improving their ability
to handle context, understand complex data relationships, and
reduce hallucinations.

The reference for the sentence "The spectrum of HF is often divided into three categories based

on ejection fraction (EF): heart failure with reduced ejection fraction (HFrEF), heart failure with

preserved ejection fraction (HFpEF), and the intermediate category, heart failure with mildly

reduced ejection fraction (HFmrEF)." is:

e Ponikowski P, Voors AA, Anker SD, et al. 2016 ESC Guidelines for the Diagnosis and

Treatment of Acute and Chronic Heart Failure: The Task Force for the Diagnosis and

Treatment of Acute and Chronic Heart Failure of the European Society of Cardiology (ESC).

Developed with the special contribution of the Heart Failure Association (HFA) of the ESC.
Eur Heart J. 2016;37(27):2129-2200. doi:10.1093/eurheartj/ehw128.

This guideline provides the classification of heart failure based on ejection fraction and includes

definitions for HFrEF, HFpEF, and HFmrEF.

maybe it should be better to report the 2021 ESC HF guidelines

don't you think?

® Yes, you're right! The most up-to-date reference would be:

¢ McDonagh TA, Metra M, Adamo M, et al. 2021 ESC Guidelines for the diagnosis and

treatment of acute and chronic heart failure: Developed by the Task Force for the diagnosis

and treatment of acute and chronic heart failure of the European Society of Cardiology (ESC)

with the special contribution of the Heart Failure Association (HFA) of the ESC. Eur Heart J.
2021;42(36):3599-3726. doi:10.1093/eurheartj/ehab368.

Figure 6. Example of a time discrepancy in the LLM, with an older reference being preferred to a newer one. This is likely the result of the older reference
being used more often and, therefore, having better trained the model. After manually suggesting a more recent reference, the model could correctly

cite the newer heart failure guidelines.
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However, at their current state, LLMs should not be fully relied
upon or considered substitutes for human researchers. While
they can be useful assistants in generating drafts or exploring
new writing approaches, they lack the critical thinking, domain
expertise, and nuanced understanding required to produce
high-quality scientific manuscripts independently. Human
oversight remains essential to verify the accuracy, contextual
appropriateness, and interpretive depth of the content gen-
erated by these models. Responsible use of these LLMs follows
three criteria recently proposed for scholarly writing: disclo-
sure, fact-checking, and human oversight.® Misuse occurs
when outputs are pasted verbatim without verification,
sources are fabricated, or authorship transparency is lacking.®
If these principles are respected, LLMs may augment clarity
and inclusiveness. However, if ignored, they could easily un-
dermine trust in the scientific record.

Moving forward, researchers and developers must focus on
addressing these core limitations, particularly improving
grounding in real-world data, enhancing contextual
comprehension, and reducing the likelihood of hallucinations
(Graphical Abstract). As these models become more refined,
they will likely transform from tools that assist in generating
text to systems that can contribute meaningfully to scientific
discourse, always in partnership with, rather than as
replacements for, human expertise.
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